Network for Food Recognltlon

Weiging Min*?, Linhu Liut4, Zhengdong Luo'#, Shugiang Jiang*-
Lintelligent Information Processing, Institute of Computing Technology, CAS, China
2University of Chinese Academy of Sciences, China
minwelging@ict.ac.cn

Nice, France
21 - 25 October 2019

Abstract CASN

» A category-supervised STN is utilized: one Spatial Transformer Layer is added intc
one CNN network.

» One LSTM is introduced to combine with the following LSTMs to construct
stacked LSTMs for sequential dependency modeling of localized regions.

v Algorithm. Achieve food recognition by developing an Ingredient-Guided
Cascaded Multi-Attention Network. which is capable of sequentially localizing
multiple informative image regions with multi-scale from category-level to
Ingredient-level guidance In a coarse-to-fine manner.

v' Dataset. Introduce a new dataset ISIA Food-200 with 200 food categories fi
from the list in the Wikipedia, about 200,000 food images and 319 ingredients.
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» Image-level category labels only provide weak supervised information. CNNSs
trained with category labels can miss fine-grained food regions.

» Many types of food are non-rigid, and do not exhibit distinctive spatial
configuration and fixed semantic patterns. It is hard to capture discriminative
semantic information from food images.
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» For each sub-network in IASN, it takes localized coarse region f; as the reference
and used updated parameters M, _,to discover fine-grained attentional regions.
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Multi-scale Joint Representation
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» Extract three types of features from the full image, coarse region and fine-grained
regions and concatenate them as the final feature representation.
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Figure.1 Some food samples with rich ingredients

v Ingredient attributes. Semantically meaningful ingredients, as basic units of
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contain different level visual information.

ISIA Food-200 197,323

Our Proposed Framework

Category:Colcannon Category:Kwetiau_goreng
Ingredient:mashed Ingredient:fried flat
potatoes, kale,cabbage noodles,chicken,meat,
beef,prawn,crab

Category:Bacon_ :

Category:Takoyaki
gg,pork, Ingredient:batter,octopus, and_eggs

Category:Wonton_noodles
Ingredient:flour,e
shrimp tempura scraps,onion,
takoyaki

Category:Shuizhu Category:Nuomici
Ingredient:meat,oil, chili Ingredient:glutinous
Ingredient:bacon,sausage, pepper rice,dried coconut,sugar

egg,oil

Figure 3: Some food samples from this dataset.
The dataset is available via Github

Category:Cream_of _
mushroom_soup
Ingredient:roux,cream,
milk, mushroom

Two Main Components:
Category-supervised Attention Sub-network (CASN) :
Discover coarse-level attention regions with category-supervision
 Ingredient-supervised Attention Sub-network (IASN)
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» We should build a large-scale ImageNet-level food dataset for providing critical
e hi S" training and benchmark data for food recognition algorithms.

Figure 2: Overview of proposed framework for food recognition

» We should promote food computing In the multimedia community for Its

multifarious applications and services.




