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Conclusion and Future Work

• Dietary assessment involves evaluating 
someone’s nutritional intake (e.g. food energy 
consumption), towards identifying nutrient 
deficiencies and reducing metabolic disorder 
risks

• Our work lies in the realm of automatic food 
energy estimation from a  single monocular 
image due to its simplicity for the user

• Recent methods (e.g. [1]) employ an encoder-
decoder model, where the encoder transforms 
the hard-to-extract image into a grayscale 
representing per-pixel caloric density that a 
regression decoder can extract calories from 
easier, but these methods have the following 
drawbacks:

qInherent limitations with grayscale due to 
insufficient storage capacity and 
granularity since values are confined to 
integers from 0 to 255

qRegression decoders add complexity to 
the pipeline and don’t improve 
performance (as seen in results)

• In this work, we propose an improved encoder-
decoder model that addresses the limitations 
of prior work and improves upon existing 
methods by over 10% MAPE and 30 kCal MAE

Distribution of the energy estimation errors for 
our method in comparison to the next best 

method

We employ an encoder-decoder model for caloric 
estimation. Encoder aims to embed caloric 
information into a per-pixel caloric density map 
for corresponding pixels in image. Decoder 
extracts caloric information from the encoded 
representation.

Dataset
• Compile and prune different datasets to obtain 

175 images with associated seg mask/calorie 
value for each food item in image

Density Map Generation
• For each image, generate tensor 𝑑𝑖 from seg 

mask 𝑠𝑖 and calorie value 𝑐𝑖	for each food item 𝑖 
in image having dimensions ℎ by 𝑤  (𝑤𝑖  is 
number of foreground pixels in seg mask 𝑠𝑖):

• For all 1 ≤ 𝑥 ≤ ℎ
	
and 1 ≤ 𝑦 ≤ 𝑤

• Obtain tensor density map 𝑑 by concatenating 
all 𝑑𝑖

• Note that the sum of all pixel values in 𝑑 is 
precisely 𝑐 = ∑𝑐𝑖

Encoder
• Train Conditional GAN (cGAN) to learn mapping 

between images and their tensor density maps. 
The trained cGAN then generates density maps 
that decoder can extract calories from

Decoder
• Employ simple summation decoder that 

obtains calorie value 𝑐 by adding up all values 
in tensor density map 𝑑′ generated by the 
encoder. We can directly use this decoder, 
unlike the regression decoders in previous work 
that require training

• We proposed an improved encoder-decoder 
framework for food energy estimation from a 
single monocular image, which achieves big 
performance improvements over existing work

• Our future work will focus on improving the 
decoding portion of the pipeline because the 
decoder employed in our method is simple and 
still has a large room for more complexity
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Ø Comparison of methods in terms of mean 
absolute error (MAE) and mean absolute 
percent error (MAPE).

Ø Our summation decoder compared against 
different regression decoders employing 
VGG16, Resnet18, and Resnet50

Ø Exemplary tensor density maps generated by 
the cGAN encoder (top right), along with the 
ground truth tensor density map (bottom 
right) and original image (left) for 
comparison

Ø Comparison between the tensor density map 
and grayscale as the encoded representation. 
Experiments are run using the pipeline from 
[1] because it achieves the best performance 
out of all methods using a grayscale.


